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Abstract—Existing dead block predictors have proven to be
effective in reducing cache leakage power of conventional systems.
However, prior work is significantly less effective in energy
harvesting systems in that it does not take into account their
unique characteristic, i.e., frequent power failure during program
execution. Even if some cache blocks are predicted to be live,
they may not be used due to their loss upon power failure. In
response, this paper introduces EDBP, an extension to existing
dead block predictors, to enhance their performance in various
energy harvesting environments. EDBP can identify and deac-
tivate those cache blocks that are not reused before upcoming
power failure—though they are considered live by the existing
predictor—thereby lowering cache leakage and preserving more
energy for forward execution progress. Experimental results show
that for 20 applications from Mediabench and MiBench, EDBP
alone reduces total energy consumption by 6.5% and improves
performance by 6.9% compared to the baseline with no dead
block predictor. When combined with a conventional dead block
predictor (Cache Decay), EDBP achieves 9.8% reduction in total
energy consumption—approaching the theoretical minimum—
and 11.9% performance improvement.

I. INTRODUCTION

Energy harvesting systems have become a popular alter-
native to battery-powered embedded devices, offering bene-
fits such as environmental friendliness and self-sustainability
owing to the battery-free nature [53]. These systems can be
widely adopted across various domains, including batteryless
IoT [10], [22], [30], [67], stream and river surveillance [31],
[60], health and wellness monitoring [12], [13], [20], [51],
and wearable computing [14], [17], [39], [48], [49]. Instead
of relying on a battery, they harvest energy from ambient
sources such as radio frequency (RF) and WiFi. However,
these sources are often unstable and weak, resulting in frequent
power failure on which all volatile data is lost [1], [6], [11],
[27], [28], [33], [40], [41], [43], [57], [62]. To avoid losing
critical data and guarantee correct recovery from power failure,
researchers have leveraged nonvolatile memory (NVM) as the
main memory and developed crash consistency mechanisms—
that typically perform checkpoint and restore operations across
the failure [8], [16], [69], [75].

A critical component of energy harvesting systems is the
capacitor that serves to buffer the harvested energy. Along
with frequent power interruptions, this characterizes energy
harvesting systems as intermittent computing systems. That is,
they compute only when the capacitor is sufficiently charged.
Upon depletion, they lose all volatile states due to the resulting
power outage and should hibernate to recharge. They can only

resume after securing enough energy in the capacitor. In the
literature, the period from the resumption to the next power
outage is called a power cycle.

The takeaway is that energy availability directly impacts
the forward execution progress, i.e., the more energy the
longer power cycle, and in turn influences the performance of
energy harvesting systems. In a sense, improving the energy
efficiency is the key to achieving performance gains. Previous
research has primarily focused on reducing checkpointing
costs to conserve harvested energy for forward progress. One
prevalent and effective approach is so-called just-in-time (JIT)
checkpointing that can minimize the costs by making a single
checkpoint at the end of each power cycle and restoring
the data at the start of the next. This approach improves
energy efficiency by dedicating more of the available energy to
program execution rather than frequent checkpoint operations.

To further improve energy efficiency, researchers have re-
cently proposed techniques for incorporating SRAM caches
without compromising the crash consistency. Data reuse in
the cache can save energy a lot by avoiding the NVM access
that is the most energy-consuming operation in the processor.
For example, a prior cache-enabled energy harvesting system
achieves about 90% energy consumption reduction and the
resulting speedup of 8.5x compared to the cacheless baseline
[69]. However, the introduction of SRAM caches causes sig-
nificant leakage current [2], [32], possibly wasting harvested
energy that could otherwise be spent on forward execution
progress. Traditionally, dead block predictors can effectively
mitigate the leakage problem [2], [32], [74], e.g., Cache Decay
[32] marks blocks as dead if they have been unused for a
period of time since their last access. By deactivating such
dead blocks [52], Cache Decay reduces cache leakage energy
by roughly 80% with little impact on performance [32].

Nevertheless, existing dead block predictors are originally
designed without taking into account intermittent computing
and just treat a block as dead if it has no further access
before eviction. As a result, they fail to achieve optimal
energy savings in energy harvesting systems where power
outages act as an additional eviction mechanism. That is,
even if some cache blocks are predicted to be live, they may
disappear on a power outage before their access; caching
such unusable blocks wastes hard-won energy in vain, and
we refer to them as zombie blocks in that they look alive
but are dead. Unfortunately, this problem is exacerbated by
the frequent power outages of energy harvesting systems [15],



[69], resulting in many zombie cache blocks and significant
performance degradation.

In response, this paper introduces EDBP, an Extension to
existing Dead Block Predictors so that when needed, they let
EDBP handle zombie cache blocks—on their manifestation
near a power outage. If power is steady, i.e., no sign of zombie
blocks yet, the existing predictor just works fine; otherwise
EDBP takes over to deactivate them. That way EDBP creates
a synergy with the existing predictor in reducing cache leakage
energy, thereby significantly improving the performance of
energy harvesting systems. For the successful realization of
EDBP, it is important to enable EDBP in a timely manner.

To achieve this, EDBP makes an important observation that
as a power outage is approaching, more cache blocks turn
into zombie blocks. This implies that EDBP can anticipate
their manifestation based on the proximity to the next power
outage. Therefore, EDBP tracks the capacitor’s voltage, the
degradation of which triggers EDBP to take over. When the
voltage drops below a preset threshold, i.e., a power outage
occurs soon, EDBP starts to deal with the potential zombie
blocks. EDBP then regards near-LRU blocks as zombies—
with the upcoming power outage in mind—and deactivates
them for power saving. More precisely, EDBP leverages
multiple thresholds that control how aggressive the zombie
detection is, e.g., at a higher voltage threshold, EDBP takes
a conservative approach which only treats the LRU blocks as
zombies. The upshot is that EDBP can easily get the recency
information of cache blocks, which is the basis for its zombie
detection, as long as LRU caches or their variants are used.

The experiment with 20 applications from Mibench [25] and
Mediabench [39] shows that for a real RF energy-harvesting
power trace [23], [55], EDBP alone achieves 6.5% energy con-
sumption reduction and 6.9% overall performance improve-
ment compared to the baseline without dead block prediction.
Moreover, it turns out that EDBP works well in combination
with a conventional dead block predictor (Cache Decay [32]),
resulting in 9.8% energy consumption reduction and 11.9%
overall performance improvement. Note that EDBP delivers
robust performance across diverse experimental conditions
varying capacitor size, energy condition, cache size, cache
associativity, and NVM technology. The contributions of this
paper can be summarized as follows:

• EDBP adapts dead block prediction for energy harvesting
systems with their unique characteristics in mind.

• EDBP significantly improves the energy efficiency and
performance of energy harvesting systems.

• EDBP is lightweight, piggybacking on the existing LRU
cache structure.

II. ENERGY HARVESTING SYSTEM BASICS

Energy harvesting systems often take a just-in-time (JIT)
checkpointing approach which saves volatile states right before
impending power failure and restores them in the wake of the
failure [5], [19], [26], [27], [35], [43], [45]–[47], [58], [70],
[72]. To trigger the checkpoint just in time, this approach takes
advantage of a voltage monitor that continuously inspects the

variation of supply voltage. Whenever the capacitor voltage
dips below a predefined threshold, i.e., power failure is about
to occur, the voltage monitor immediately and signals the
checkpointing logic to save volatile registers including a
program counter (PC); the threshold should be high enough
to dedicate a sufficient amount of energy for failure-atomic
checkpointing. When the detected voltage rises above another
restoration threshold, the register file is restored from the
checkpointed registers.

There are three-fold benefits of the JIT checkpointing
approach. First, since the PC has been checkpointed as a
part of the register file, program can pick up from when it
got interrupted by the power failure. Second, this allows for
roll-forward recovery, which is free from crash inconsistency
issues, e.g., write-after-read also known as anti-dependence,
and thus the JIT checkpointing approach can safely ignore
them achieving simple yet effective recovery. Third, the JIT
checkpointing approach can minimize the energy consumption
for the volatile state saving by making a single checkpoint
at the end of each power cycle, i.e., only at the moment of
power failure, rather than periodically creating checkpoints
while power is stable.

Recently, energy harvesting systems have adopted SRAM
cache on top of nonvolatile main memory to improve their
performance. For correct power failure recovery, the cache-
enabled energy harvesting systems integrate the JIT check-
pointing approach with the volatile cache so that it can
maintain data across the failure. Among the existing systems,
NVSRAMCache is the most popular and promising [5], [27],
[43], [46], [47], [58], [59], [64]. Instead of relying on slow
nonvolatile main memory as checkpoint storage, NVSRAM-
Cache instantly checkpoints all necessary volatile states, i.e.,
registers and dirty cache blocks, to their neighboring non-
volatile counterparts. Thus, NVSRAMCache can significantly
reduce both the checkpoint and the restoration costs and
improve the performance a lot by turning expensive NVM
access into SRAM access in the cache.

III. MOTIVATION

However, due to resource constraints—and the energy se-
cured for the failure-atomicity of the JIT checkpointing, energy
harvesting systems typically use very small SRAM caches,
leading to frequent cache misses and high energy consumption
due to their resulting NVM accesses. A naive solution is to
increase the cache size, accommodating more data therein.
Unfortunately, larger SRAM caches come with significantly
higher leakage power, to the point of compromising the overall
efficiency and performance of energy harvesting systems. As
shown in the second row of Table I, the leakage power of a
4-way SRAM cache increases significantly as its size grows
from 256B to 16kB. Specifically, the leakage rises from 0.09
mW to 3.54 mW, under the same configuration described
in our evaluation Section VI-A. Additionally, the third row
of the table presents the ratio of static energy to the total
energy consumption of the SRAM data cache. As cache size



TABLE I: SRAM cache leakage power (mW ) and the ratio
(%) of static energy to the total energy consumption of the
SRAM data cache.

Size 256B 512B 1kB 2kB 4kB 8kB 16kB
Power (mW ) 0.09 0.17 0.35 0.69 1.22 2.43 3.54

StaticEnergy% 17.04 29.11 43.58 59.29 72.79 83.88 90.89
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Fig. 1: Performance across different cache sizes. All speedups
are normalized to 4-way 4kB caches with real leakage.
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Fig. 2: Dead block definition. Blue block means continuous
program execution.

increases, static energy increasingly dominates overall cache
energy consumption.

The takeaway is that energy harvesting systems must pick a
suitable cache size, which would otherwise waste a substantial
amount of hard-won energy and lead to performance degrada-
tion. To find the most suitable cache size, we evaluated differ-
ent cache sizes on top of NVSRAMCache for 20 applications
from Mediabench and MiBench [25], [39], using the default
settings in Table II. Figure 1 shows that while increasing the
cache size from 256B to 4kB enhances performance, enlarging
the cache beyond 4kB rather degrades performance due to
the substantial energy wasted by higher cache leakage power.
Therefore, this paper selects 4kB as the default cache size of
EDBP.

To stress-test the impact of cache leakage on performance,
we also evaluated the performance of NVSRAMCache by
magically reducing cache leakage by 80% without impacting
the cache hit rate. The results, shown in Figure 1 (labeled as
80% Leakage Off ), clearly demonstrate that reducing cache
leakage allows NVSRAMCache to achieve higher performance
gains as the cache size increases from 256B all the way up
to 16kB. This implication is that the performance of energy
harvesting systems is severely constrained by excessive cache
leakage energy.

A straightforward approach to addressing the cache leakage
problem is to use existing dead block predictors [2], [32],
[74] for identifying and deactivating cache blocks that are not
usable but just consume energy in vain. Figure 2 shows an
example of the dead block in conventional processors. Block
A is live since it has reuse at T1 and T2. However, it becomes

Miss EvictHit Hit Hit

Cache block generation

Live time Dead timeLast 
access

Turn off

Predict 
dead

Miss Reuse Reuse Miss

Cache

Block A

Cache Cache

Leakage that 
can be saved

Miss Reuse Reuse Evict

Live time Dead time

Miss Reuse Miss Evict

Dead timeZombie time

Cache

A
Cache Cache

A
Cache

Miss Reuse

Block A is zombie

Cache

A
Cache Cache

T1 T2

Cache

A
Cache

A
Cache

T1 T2 T3

Fig. 3: Zombie block definition in energy harvesting systems.
Blue block means continuous program execution.

a dead block from T2 to T3 since it does not have any
accesses before its eviction at T3. In light of this, dead block
predictors leverage gate-Vdd [52] to deactivate these dead
blocks to reduce cache leakage power. One notable example
is Cache Decay [32] that considers blocks dead if they remain
unused for a specific duration since their last access. However,
when existing dead block predictors are integrated into energy
harvesting systems, they can be easily fooled by power outages
which serve as an additional eviction mechanism. As a result,
those cache blocks predicted to be live may not receive any
accesses before their loss upon a power outage. We refer to
such blocks as zombie blocks. By deactivating these zombie
blocks, static cache energy consumption can be further reduced
without impacting performance.

Figure 3 shows this scenario. At T1, the existing dead block
predictor (Cache Decay) can accurately predict that Block A
will be reused in the future, so Block A remains in the cache
with no power gating. However, a power outage occurring
before its reuse causes the cached data to be lost (T2).
Consequently, Block A is classified as a zombie during the time
period from T1 to T2. Here, the static energy consumed by
Block A from its last access until the power outage is entirely
wasted, as it does not contribute to any cache hits at all.
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Fig. 4: The ratio of zombie
blocks to total blocks with
varying capacitor voltage.

Unfortunately, this kind of
energy waste can be significant
since the portion of these zom-
bie blocks increases as the ca-
pacitor voltage decreases—i.e.,
approaching a power outage—
as shown in Figure 4. Notably,
when the voltage falls below
3.25 V, approximately 80% of
the cache blocks become zom-
bies.

Even worse, due to the high frequency of power outages
in energy harvesting systems, such zombie blocks can occur
repeatedly throughout program execution. As a result, current
dead block predictors miss many opportunities to reduce cache
leakage energy more aggressively and efficiently. Therefore,
the goal of this paper is to tailor existing dead block predictors
for energy harvesting systems by identifying zombie blocks
and turning them off to reduce energy consumption.

IV. ZOMBIE, DEAD AND LIVE BLOCKS

To accurately assess energy savings of dead block prediction
in energy harvesting systems, it is necessary to redefine the



metrics used in the literature by considering the zombie blocks.
These metrics include correct/wrong dead block prediction,
coverage, and accuracy. For better understanding, we refer to
those cache blocks that are reused before the power outage
and their eviction as live blocks in the following.

Correct predictions consist of true positives, where dead and
zombie blocks are accurately deactivated, and true negatives,
where live blocks are correctly retained. On the other hand,
incorrect predictions include false positives, where live blocks
are mistakenly deactivated, and false negatives, where dead
and zombie blocks are unnecessarily kept active in the cache.
Based on this, coverage in dead block prediction can be
redefined by the ratio of correctly identified dead and zombie
blocks (true positives) to the total number of dead and zombie
blocks which includes not only correctly identified dead and
zombie blocks (true positives) but also those that were incor-
rectly marked as live (false negatives), as shown in Equation
1. Similarly, accuracy can be redefined by the ratio of correct
predictions, which is the sum of correctly identified dead and
zombie blocks (true positives) and correctly identified live
blocks (true negatives), to the total number of predictions, as
shown in Equation 2.

Coverage =
TruePositives

TruePositives+ FalseNegatives
(1)

Accuracy =
TruePositives+ TrueNegatives

TotalPredictions
(2)

V. IMPLEMENTATION

The goal of EDBP is to find and deactivate zombie blocks
with the anticipation of power outages. For this purpose, EDBP
monitors the capacitor’s voltage level to gauge the proximity
of the next power outage and determine the optimal timing to
start recognizing and killing zombie blocks. Specifically, when
the voltage drops below a predefined threshold, indicating an
imminent power outage, EDBP takes over to deal with the oc-
currence of zombie blocks. This raises the following questions:
Which cache blocks should be identified as zombies? When to
detect the zombie blocks? How aggressive the zombie block
detection needs to be depending on the proximity to upcoming
power failure? The following sections address these questions
in detail.

A. Which Block to Deactivate

EDBP follows two key principles for the identification
of potential zombie cache blocks. The first principle is to
track down those blocks that are least likely to be accessed
again—before the next power outage. In this way, EDBP can
avoid the occurrence of cache misses to the greatest extent,
while deactivating those with little recency as zombies. Note
that achieving this design is simple and does not require
heavy modification on cache microarchitecture. EDBP can
refer to any cache replacement policy in capable of holding
the information about which cache blocks are least likely to
be accessed. For instance, with a (pseudo) LRU replacement
policy, EDBP prioritizes those blocks near the LRU position
as zombies by checking their LRU bits.
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Fig. 5: Zombie blocks detection and deactivation.

The second principle is to select cache blocks that can
accomplish more energy savings when they are deactivated. In
reality, the energy cost for deactiviating a cache block varies
depending on its state, i.e., dirty or clean. That is because
dirty blocks require their write back before deactivation, which
would otherwise lead to data loss, whereas clean blocks do
not. This implies that deactivating clean blocks may allow
energy harvesting systems to save more energy. Therefore,
EDBP prioritizes clean cache blocks over dirty ones during its
zombie block detection. Based on these two principles, EDBP
can identify suitable blocks as zombies.

B. When to Deactivate Zombie Blocks

To decide when to take care of zombie blocks, EDBP sets
the voltage thresholds (Vthres) at different levels, the reach
of which triggers their detection and deactivation. As the
capacitor voltage progressively drops below each predefined
threshold, it is a sign that the energy harvesting system moves
closer to a power outage. With these thresholds, EDBP can
control the aggressiveness of its zombie block detection and
deactivation. A higher voltage threshold allows for earlier
cache block deactivation, which raises the risk of deactivating
blocks that may still be needed and potentially cause cache
misses. In response, EDBP can take a conservative approach
which only treats the LRU blocks across all sets as zombies.
On the other hand, a lower voltage threshold, clear sign of
upcoming power failure, allows EDBP to deactivate blocks
more confidently since it is less likely to deactivate live blocks
in the anticipation of the failure. Thus, in this case, EDBP can
be more aggressive by deactivating not just the LRU block but
also near-LRU blocks.

Figure 5 presents a high-level view of how EDBP detects
and deactivates zombies cache blocks. For an n-way associa-
tive cache, EDBP prepares n − 1 voltage thresholds ranging
from V 1

thres (highest) to V n−1
thres (lowest). Whenever capacitor

voltage (V ) dips below a threshold V i
thres, the corresponding

i-th LRU clean blocks are turned off—with an exception for
reaching V n−1

thres in which case all non-MRU blocks are turned
off whether they are clear or dirty. For example, when V drops
below V 1

thres ( 1 ), only the LRU blocks are deactivated. When
the voltage drops below the lowest threshold V n−1

thres, it means
a power outage is very likely to happen soon; so EDBP more
aggressively deactivates both dirty and clean blocks that are
not in the MRU position ( 2 ). Notably, EDBP consistently
keeps blocks at the MRU position active, regardless of the
system’s proximity to a power outage. This heuristic is based



on the observation that data in the MRU position is highly
likely to be reused shortly [42]. With this design, EDBP can
accurately detect the zombie blocks and achieve high cache
leakage energy reduction. Then, the remaining question is to
determine the values for each threshold.

1) Voltage Values Determination: To identify the optimal
threshold values that can maximize the performance of EDBP,
we empirically test various benchmark applications [25], [39]
under different energy harvesting conditions. However, a fixed
voltage threshold may be suboptimal in several scenarios.
First, when energy availability fluctuates unpredictably, a
transient voltage dip tends to mistakenly deactivate usable
cache blocks. Second, slow voltage decreases, indicating it
takes a while to encounter a power outage, can cause blocks to
be treated as zombies too early, which may lead to high false
positive rates. Third, fixed thresholds may falsely deactivate
usable blocks especially for those workloads that have a high
demand of cache accesses. In summary, all three scenarios
arise from variations of harvested energy, rendering fixed
thresholds suboptimal. They may result in additional cache
misses and higher false positive rates. Therefore, in the pursuit
of high performance, EDBP must be capable of adapting to
varying energy condition.

For this purpose, EDBP proposes an adaptation technique
that adjusts voltage thresholds based on false positive rates
on the fly. By monitoring the false positive rate, EDBP
can minimize the risk of imprecisely classifying too many
live blocks as zombies. To realize this, EDBP empirically
determines a reference rate for voltage threshold adjustments.
If the current false positive rate exceeds this reference, in-
dicating excessive deactivation of live blocks, EDBP lowers
all thresholds by 50 mV 1 to be more conservative in the
zombie block detection. Conversely, if the rate is below the
reference, it is hard to tell whether the deactivation is overly
conservative or appropriately balanced. In that case, EDBP
resets the thresholds to their initial values if they are currently
lower; otherwise, it keeps them unchanged.

EDBP calculates the false positive rate and accordingly
adjusts the voltage thresholds at reboot time, i.e., in the
wake of power failure. For each power cycle, EDBP collects
statistics necessary for the calculation and saves them at the
end of the cycle via the JIT checkpointing—as with other
volatile states. In the beginning of the next power cycle, i.e.,
when the system reboots, EDBP restores these statistics to
calculate the false positive rate. To implement this, EDBP
requires three extra volatile registers: RWrongKill, RTotal,
and RFPR, along with an SRAM-based FIFO deactivation
buffer. Here, RWrongKill tracks the number of live blocks
incorrectly deactivated, RTotal records the total number of
predicted blocks, and RFPR stores the calculated false positive
rate (RWrongKill/RTotal). In addition, EDBP implements a
deactivation buffer for maintaining the addresses of all the
cache blocks that have been deactivated for a given power

150 mV is the resolution of the state-of-the-art voltage monitor [63] used
in this work.

cycle. Each time a block in the sample set is deactivated, its
address is stored in the deactivation buffer—if it is not full;
otherwise, EDBP evicts the oldest address to make room.

However, since there are many blocks in the cache, record-
ing their statistics may lead to frequent updates on the de-
activation buffer. For example, when LRU blocks need to
be deactivated in a 64-set cache, the buffer should be able
to accommodate the total 64 block addresses, resulting in
significant energy consumption. To solve this problem, EDBP
selects a single cache set as a representative sample and col-
lects statistics exclusively from this set. That is, RWrongKill

tracks incorrectly deactivated live blocks only for the sample
set; likewise, RTotal only counts predicted blocks of the same
set. That way, the deactivation buffer only needs to follow
the deactivated blocks of the sample set. With the help of
the sampling mechanism, EDBP can calculate a false positive
rate for each power cycle on the cheap without degrading the
accuracy (only 3.7% loss).

VI. EVALUATION

A. Methodology

TABLE II: Simulation Configuration

NVSRAMCache SDBP Cache Decay EDBP
Vmax/Vmin 3.5/2.8 3.5/2.8 3.5/2.8 3.5/2.8
Vckpt/Vrst 3.2/3.4 3.2/3.4 3.2/3.4 3.2/3.4
MCU Power 160 µW/MHz

Capacitor 0.47 µF
Energy Trace RFHome
Deact. Buffer N/A N/A N/A 8

Data Cache 4kB, SRAM, 4-way, 16B block, LRU,
Access: 5.30 ns/1.05 nJ , Leak: 1.22 mW

Inst. Cache
4kB, ReRAM, 4-way, 16B block, LRU,

Hit: 19.44 ns/3.65 nJ , Miss: 9.99 ns/0.9 nJ ,
Write: 202.35 ns/3.55 nJ , Leak: 0.22 mW

Memory 16MB, ReRAM

1) Simulator, Baseline, and Competitors: We model EDBP
and other schemes on the gem5 [9], simulating a 25 MHz
single-core in-order nonvolatile processor based on ARM
ISA with 16 registers as in NVPsim [23]. Table II details
the simulation configurations for EDBP, the baseline NVS-
RAMCache, and two competitors, i.e., SDBP [44] and Cache
Decay [32]. For the cache setting, all these schemes leverage
SRAM as the write-back data cache and ReRAM serves as the
instruction cache, as with prior studies [5], [16], [27], [43],
[46], [47], [58], [59], [64], [69], [75]. To accurately model
cache and memory access latencies and power consumptions,
we utilized NVSim [18] calibrated with parameters from 180
nm technology [7], [24], [50], [54].

For the baseline architecture, we choose NVSRAMCache
[23] which makes a JIT checkpoint of the entire register file
and all dirty cache blocks to their nonvolatile counterparts
right before each power outage. SDBP enhances the perfor-
mance of NVSRAMCache by utilizing dead block prediction.
Specifically, it mitigates the cold cache effect caused by power
failure by checkpointing only the cache blocks likely to be
reused in the future. In the wake of the power failure, SDBP
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restores these blocks to the cache, effectively reducing the
cache miss rate. Unlike other approaches that save the entire
cache, SDBP selectively avoids checkpointing and restoring
dead blocks, conserving more harvested energy for forward
progress.

In particular, we evaluate the performance of EDBP in two
different settings. First, we analyzed EDBP independently to
determine its impact on the baseline architecture. Second,
we combined EDBP with Cache Decay to evaluate the en-
hancements it brings to a conventional dead block predictor.
These evaluations help quantify the individual and synergistic
benefits of EDBP in optimizing energy efficiency and the
performance of energy harvesting systems.

2) Benchmarks, Traces, and Sensitivity Analyses: We uti-
lize 20 applications from Mediabench and MiBench bench-
mark suites [25], [39] for evaluation. In the following, we
assess the performance of all schemes using multiple real-
world energy harvesting traces, including RFHome, RFOffice,
solar, and thermal [23], [55]. The solar and thermal sources
have higher portions of high energy while RFHome and
RFOffice have less. As a result, energy harvesting systems
experience fewer power outages when running with thermal
and solar traces, but encounter more frequent outages with
RFHome and RFOffice traces. Besides, we conduct sensitivity
analysis on the capacitor size, cache replacement policy, cache
size, cache associativity, memory size, and NVM technology.
This helps to evaluate the robustness of EDBP and determine
how each parameter impacts the overall energy efficiency and
performance of the energy harvesting system.

B. Hardware Cost Analysis

EDBP incurs low hardware overhead since it leverages
many existing hardware structures. For example, it uses the
sleep transistors in Cache Decay to deactivate zombie blocks.
Besides, EDBP gets recency information from the LRU cache
replacement policy to select zombie blocks. Finally, it directly
uses the existing voltage monitor in energy harvesting systems
to detect the capacitor voltage and tell when to detect and
deactivate zombie blocks. Except these, EDBP introduces
three registers and an SRAM buffer for voltage threshold
adjustment, and a simple comparator for each block to deter-
mine whether the block should be deactivated. In the default
setting (Table II), EDBP requires 256 comparators incurring
approximately 0.0098% of the core chip area (3.37 mm2,

including 0.80 mm2 data cache and 0.48 mm2 instruction
cache), with the core area size calculated using CACTI [61]
This featherweight design not only saves valuable silicon area
but also minimizes energy consumption that could arise from
extra circuitry.

C. True/False Rate

Figure 6 illustrates all four prediction scenarios and the
proportion of blocks that remain unpredicted. From this figure,
we find that Cache Decay cannot detect the occurrence of the
zombie blocks which thus leads to the high false positive rate.
To show this clearly, we call these false negatives caused by
zombie blocks as Missed Prediction (FN), which contributes
to 68.4% of predicted blocks. In contrast, EDBP can identify
these zombie blocks and deactivate them to lower the false
negative rate. The experimental results show that EDBP suc-
cessfully predicts 83.7% of cache blocks while maintaining an
accuracy rate of 82.5%.

However, the benefit brought by EDBP is not significant
since it can only handle zombie blocks. To allow the energy
harvesting systems to be able to address dead blocks as well,
EDBP must be integrated with existing dead block predictors.
This combined approach not only increases coverage but
also maintains a high accuracy of 78.3%, demonstrating the
benefits of integrating EDBP with the traditional predictor in
energy harvesting systems.

Although coverage and accuracy are important metrics to
evaluate EDBP, they do not directly indicate the system’s
overall energy efficiency and performance. The efficiency
and performance are influenced by the duration for which
blocks are deactivated; longer deactivation periods typically
result in larger energy savings. Even if EDBP can achieve
high coverage and accuracy, this does not necessarily mean
substantial energy reductions, as many blocks may only be
deactivated briefly. To better evaluate EDBP, the following
sections will delve into a comprehensive analysis of the overall
energy efficiency and performance.

D. Energy Efficiency

Before evaluating the energy efficiency of different schemes,
we first present the energy consumption and average power
of the baseline system to provide a sense of the actual
values (Figure 9). The power and energy consumption vary
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Fig. 9: Absolute average power (red line) and total energy
(yellow bar) of NVSRAMCache.

across different applications, averaging 2.58 mW and 100.5
J , respectively.

In Figure 7, we evaluate the energy consumption of all
schemes, normalized to NVSRAMCache on the RFHome
trace. The total consumption is divided into four parts: cache,
memory, checkpoint/restoration, and others (e.g., capacitor
leakage and computing). In the baseline architecture, the
data and instruction cache are the most energy-consuming
components, accounting for 12.5% and 58.0% of the total
energy, respectively. The high energy consumption of the
instruction cache stems from the costly access operations of
the ReRAM cache.

Compared to the baseline, SDBP achieves only around 1.3%
of total energy reduction. There are three reasons explaining
the poor energy efficiency of SDBP. First, unlike the baseline
NVSRAMCache, which only saves dirty cache blocks, SDBP
increases the energy requirements for both checkpointing and
restoration. Second, if the dead block prediction result in
SDBP is false negative, i.e., treating a live block as dead, the
energy spent on the checkpoint and restoration of associate
data block becomes wasted. Third, even if the prediction is
correct, the reuse happens far in the future spanning multiple

power cycles, which leads to unnecessary static energy costs
in maintaining these blocks active in the cache.

In contrast, EDBP can save 6.5% of total energy compared
to the baseline, and together with Cache Decay, achieves
an 9.8% energy savings. This promising energy reduction
attributes to EDBP detects and deactivates zombie blocks
without incurring higher cache misses and associated memory
accesses. The experimental results show that the combined ap-
proach only raises memory consumption slightly, from 13.8%
to 15.6%.

E. Performance

We evaluate the overall performance of EDBP and other
schemes across a variety of benchmarks as shown in Figure
8. The results demonstrate that EDBP and Cache Decay
consistently outperform the baseline due to their enhanced
ability to save energy from cache leakage reduction. Across
all benchmarks, Cache Decay and EDBP achieve an average
of 5.9% and 6.9% improvement over the baseline architecture
respectively. Moreover, the combined approach of EDBP and
Cache Decay further improves the performance to 11.9% com-
pared to the baseline. These experimental results prove that
EDBP can effectively enhance both the baseline architecture
and existing dead block predictors.

Figure 8 also shows the baseline with 80% data cache leak-
age reduction (i.e., data cache leakage magically reduced by
80% without impacting the cache hit rate) and the maximum
performance achievable by dead block predictors (marked as
Ideal in the figure). With 80% data cache leakage reduction,
the baseline performance improves by 11.4%, which is com-
parable to the performance achieved by the combination of
EDBP and Cache Decay. In the ideal scenario, we assume
perfect knowledge about which cache blocks will become dead
or zombie. With this in mind, we magically turn off these
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Fig. 17: Sensitivity: simulated on RFHome trace. Normalized to NVSRAMCache with default settings in Table II.

blocks to generate the theoretical optimal performance. The
experimental results demonstrate that the ideal performance
achieves a 14.4% improvement over the baseline and out-
performs Cache Decay by 8.5%. Fortunately, by integrating
EDBP to Cache Decay, the performance gap becomes the ideal
predictor and the combined approach is much smaller (2.5%).
These findings underscore EDBP’s effectiveness in boosting
the performance of existing dead block predictors, pushing
them closer to their theoretical maximum boundary.

F. Cache Miss Rate

Figure 8 also shows the data cache miss rate after applying
Cache Decay and EDBP. EDBP alone increases the miss rate
from 2.1% to 3.7%, and the combination of EDBP and Cache
Decay raises it to 3.9%. Since the benefit brought by EDBP
is higher than the cache miss penalty, it ultimately improves
overall system energy efficiency and performance.

G. Load and Store Instruction Ratio

Figure 7 illustrates the load/store ratio as a percentage of
total committed instructions. This ratio is a key factor influ-
encing the effectiveness of dead block predictors and EDBP.
A high load/store ratio results in increased cache accesses,
reducing the number of dead and zombie blocks. Conversely,
a low ratio indicates fewer cache accesses, providing more
opportunities for dead block predictors and EDBP to identify
and deactivate dead or zombie blocks. As shown in the
figure, the load/store ratios for Mibench and Mediabench are
relatively low, enabling dead block predictors and EDBP to
achieve strong performance.

H. Sensitivity Analysis

1) Cache Replacement Policies: The performance of EDBP
depends on the cache replacement policy’s ability to identify
suitable blocks for deactivation. Different policies impact
EDBP’s performance differently. For example, a naive policy
like LRU is more likely to select incorrect zombie blocks,
resulting in higher cache miss penalties for EDBP. In contrast,
a more sophisticated policy like DRRIP reduces cache miss
penalties, improving EDBP ’s performance. To demonstrate
the robustness of EDBP across different cache replacement

policies, we evaluated it with both a naive (LRU) and a
sophisticated (DRRIP) policy. As shown in Figure 10, the
sophisticated policy significantly boosts EDBP’s performance
(17.1% improvement over the baseline with DRRIP, compared
to 6.91% with LRU) by reducing the likelihood of treating
live blocks as zombies. Thus, EDBP remains compatible and
robust across various cache replacement policies.

2) Cache Size: We evaluate the sensitivity of EDBP to
different cache sizes, ranging from 256B to 16KB as presented
in Figure 11. The speedup is normalized to NVSRAMCache
with 4kB 4-way caches. The results illustrate a clear trend
where increasing the cache size from 256B to 4KB leads to
substantial performance improvements. The reason is the re-
duction in cache misses, as a larger cache can buffer more data
and thus reduce the frequent accesses to the slower and more
energy-consuming NVM. However, when the cache size is
further increased to 8kB and 16KB, the performance gains of
the baseline degrades by 6.2% and 21.3% respectively. This is
mainly caused by the increased leakage power associated with
the larger caches, which offsets the benefits of the reduction in
cache misses. Fortunately, EDBP reduces this high cache leak-
age and achieves 11.1% and 11.7% improvement for 8kB and
16kB caches respectively. Moreover, the combined approach
further improves performance to 16.8% and 23.4% compared
to the baseline using 4kB cache (the tallest bar in Figure 11).
Therefore, with the help of EDBP, energy harvesting systems
can effectively utilize larger caches to enhance performance,
thereby addressing the dilemma outlined in Section II.

3) Cache Associativity: We evaluate the impact of cache
associativity on the performance of EDBP by varying the
associativity from direct-mapped to 8-way caches as depicted
in Figure 12. The speedup is normalized to NVSRAMCache
with 4kB 4-way caches. For the direct-mapped caches, EDBP
simply sets one voltage threshold that deactivates all blocks.
The results show that increasing the associativity from direct-
mapped to 2-way yields a noticeable performance boost. For
example, the performance of EDBP increases from -0.01% to
5.7% and the performance of the combined approach increases
from 7.5% to 11.3%. Further increasing the associativity to a
4-way only provides marginal gains (only 0.6% for EDBP and
0.8% for the combined approach). When further increasing to



8-way, the performance of all schemes starts to decline due
to the increased cache access consumption associated with
high associativity. The experimental results require us to pick
the most suitable associativity (i.e., 4-way) to achieve the
performance for energy harvesting systems. Overall, EDBP
and the combined approach always demonstrate promising
performance across different associativity levels, confirming
its adaptability and efficiency in various cache configurations.

4) NVM Technology: NVM technology significantly im-
pacts the efficiency and performance of EDBP and other dead
block predictors. Different NVM types’ access latencies and
energy consumption influence the cache miss penalties. To see
the robustness of EDBP, we evaluate the sensitivity of EDBP
and Cache Decay to different NVM technologies, including
ReRAM, FeRAM, and STTRAM, to understand their impact
on performance as shown in Figure 13. ReRAM, with its
relatively low latency and energy consumption, incurs low
cache miss penalties which thus provides the best performance
improvements for the combined approach (11.9% over base-
line). On the contrary, STTRAM requires much higher access
latency and energy, making the cache miss penalties more
expensive. As a result, the combined approach can only help
the system to achieve a 9.7% performance gain. Despite these
variations, both EDBP and Cache Decay consistently enhance
system performance across different NVM technologies.

5) Memory Size: Memory size is another important factor
impacting the effectiveness of EDBP. Larger memory sizes
come with higher access latencies and increased energy over-
head during reads and writes, which can amplify the cache
miss penalty of dead block predictors. To assess EDBP’s
robustness, we evaluate its sensitivity to different memory
sizes, as shown in Figure 14. Our experiments show that
smaller memory sizes provide better performance for EDBP
due to lower cache miss penalties, while larger memory sizes
are less favorable. When the memory size increases from 2MB
to 32MB, EDBP’s speedup decreases from 7.8% to 6.7%.
Similarly, the combination of EDBP and Cache Decay sees
a performance drop, from 13.6% to 11.1%.

6) Energy Conditions: Energy conditions play a crucial
role in determining the performance of energy harvesting
systems (Section II). To evaluate the sensitivity of EDBP
to varying energy conditions, we test it under four different
conditions. The results, depicted in Figure 15, illustrate that
EDBP consistently improves the baseline architecture across
all energy conditions. In stable and high-energy environments,
EDBP has fewer opportunities to reduce leakage as the fre-
quency of power interruptions is low. However, in unstable
and low-energy conditions, the frequency of power outages
increases so that EDBP has more opportunities to reduce cache
leakage and thus shows significant performance improvements
over the baseline. For instance, on the thermal trace, EDBP
increases the performance gain by 5.6%, while on the RFHome
trace, it enhances performance by 6.9%. Additionally, the
combined approach shows substantial improvements across
various energy conditions, achieving a 10.4% performance
increase on the thermal trace and 11.9% on the RFHome trace.
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7) Capacitor Size: The capacitor size directly influences
the frequency and duration of power interruptions in energy
harvesting systems, which in turn affects overall performance,
particularly for weak energy sources like RF. Larger capacitors
can store more energy, reducing the frequency of power
outages and allowing the system to have longer power cycles.
However, larger capacitors also require longer charging times
and cause higher leakage currents. Conversely, smaller capac-
itors have shorter charging times and lower leakage power but
make the system more susceptible to power interruptions, as
they drain quickly and lead to frequent power outages.

To assess the influence of different capacitor sizes on
EDBP’s performance, we conducted a comprehensive sensi-
tivity analysis. The results, depicted in Figure 16, show that
EDBP enhances the baseline architecture’s performance across
all tested capacitor sizes. We also find that the effectiveness of
EDBP decreases as the capacitor size increases. For instance,
when increasing the capacitor size from 0.47 µF to 100
µF , the performance of EDBP also degraded from 7.5% to
1.6%. This outcome aligns with our expectations, as larger
capacitors store more energy, supporting longer power cycles
and consequently reducing the frequency of power outages.
This reduction in power outages diminishes the opportunities
for EDBP to effectively reduce cache leakage and enhance
performance. Similarly, Cache Decay also experiences di-
minished performance gains with larger capacitors. This is
because the energy stored in larger capacitors allows some
smaller applications, such as fft and ifft, to complete without
experiencing power outages. As a result, these applications do
not benefit from reduced halting times for recharging, limiting
Cache Decay’s opportunities to enhance performance through
reduced cache leakage.

I. EDBP for Instruction Cache

So far, we have demonstrated EDBP’s ability to reduce
leakage power in the SRAM data cache. This section explores
its effectiveness on the instruction cache. Since the original
ReRAM-based instruction cache is not a target for EDBP, we
first introduce a new baseline architecture using SRAM for
both caches, with the rest of the settings unchanged (Section
VI). We then compare the impact of applying EDBP to the data



cache only versus both the data and instruction caches. Figure
18 presents the energy breakdown and speedup for the new
baseline and other schemes, with two design choices (applying
the dead block predictor to the data cache only or to both
caches) shown on the x-axis.

In the new baseline, the data and instruction caches consume
24.9% and 18.3% of the total energy, respectively. Applying
EDBP to the data cache reduces its consumption by 10%, and
when combined with Cache Decay, this reduction increases
to 17.7%. Overall, EDBP alone saves 16.1% of total energy,
while the integration with Cache Decay boosts savings to
23.3%. Similarly, when EDBP is applied to both data and in-
struction caches, the energy consumption of caches is reduced
by 22.8%. When integrated with Cache Decay, this reduction
increases to 28.4%. In total, EDBP saves 22.4% of energy, and
when combined with Cache Decay, achieves 28.2% savings.

Figure 18 also illustrates the performance of the new
baseline and other schemes. Enabling EDBP for the data cache
alone results in a 22.9% improvement over the new base-
line while applying EDBP to both caches achieves a 31.7%
performance boost. Additionally, the combination of EDBP
and Cache Decay for the data cache increases performance to
33.6%, and their application to both caches further enhances
performance to 42.5%. Therefore, EDBP is also effective for
the SRAM instruction cache.

VII. DISCUSSION

A. Integration with Other Dead Block Predictors

Although our evaluation only shows the integration of
EDBP with Cache Decay, it does not lose generality that
EDBP can also seamlessly integrate with other existing predic-
tors [2], [74] to detect zombie blocks caused by power outages
and further enhance energy efficiency in energy harvesting
systems. The reason is that all these dead block predictors
never consider zombie blocks that are caused by power outages
in energy harvesting systems.

B. Integration with Other Energy Harvesting Systems

Although the default baseline architecture used in this paper
is JIT checkpointing (i.e., NVSRAMCache), EDBP maintains
its effectiveness across a variety of energy harvesting systems
[3], [4], [21], [29], [36], [37], [56], [65], [66], [68], [71],
[73], [76]. No matter in which energy harvesting systems, as
long as they have volatile caches, they will anyway suffer
performance degradation due to the zombie blocks caused by
power outages. EDBP is designed to detect and deactivate
these zombie blocks to reduce energy waste and achieve higher
performance.

VIII. LIMITATIONS

As discussed in Section VI-H6 and VI-H7, EDBP is highly
affected by two design configurations. The first one is energy
conditions. When the energy condition is stable and sufficient,
each power cycle lasts longer, allowing more program exe-
cution before a power outage. Consequently, power outages

are less frequent for the program, providing fewer opportu-
nities for EDBP to deactivate zombie blocks and enhance
performance. In an extreme scenario where the energy supply
is infinite, no power outages and zombie blocks will occur,
so EDBP never starts to work making it useless to improve
performance. The second design configuration is the capacitor
size. A large capacitor buffers enough energy to support longer
power cycles and diminish the frequency of power outages.
As a result, EDBP has fewer opportunities for zombie block
deactivation, which thus makes it unable to provide significant
benefits to improve performance.

However, it is important to note that the aforementioned
scenarios—consistently good energy conditions and large
capacitors—are not typical in most energy harvesting systems,
especially in RF-based systems [5], [16], [27], [43], [46],
[47], [58], [59], [64], [69], [75]. Due to the unstable and
unpredictable nature of RF energy sources, energy harvesting
systems frequently experience power outages. Moreover, these
energy harvesting systems are often designed to be compact
with low hardware overhead. Thus, a small capacitor requiring
less hardware area is more suitable for these systems [4].
Although EDBP might show reduced performance in the
aforementioned scenarios, its design is well-suited to the more
common, challenging environments faced by typical energy
harvesting systems.

IX. RELATED WORK

Researchers have developed various dead block predictors
tailored for different purposes, including cache prefetching,
cache replacement, and cache leakage power reduction, aimed
at enhancing overall performance and energy efficiency.

Lai et al. [38] pioneered the concept of dead block pre-
diction with their trace-based dead block predictor, known as
RefTrace, for the L1 cache. RefTrace identifies dead blocks
by comparing the memory reference sequences of each block
with recorded traces that lead to dead blocks. If the comparison
matches, it indicates that the cache block is dead. Otherwise,
RefTrace still treats it as a live block. Achieving this design
requires two hardware tables, i.e., one for recording the
reference sequence of each block and the other for storing
the access sequences associated with dead blocks.

Kharbutli and Solihin subsequently introduced a counting-
based dead block predictor [34]. The fundamental idea is to
consider a cache block as dead once its access count reaches
a certain threshold. To achieve this, each cache block is
augmented with a counter that tracks both the number of times
the block has been referenced and the program counter (PC)
that first missed on the block. When a counter reaches the
threshold value, the associated block is predicted to be dead.
The challenge of this work lies in determining an appropriate
counter threshold for each cache block. A simple approach
is to use a fixed threshold for all blocks; however, this may
not be optimal, as the access count varies across blocks. To
address this issue, the authors propose an adaptive technique
that dynamically adjusts the counter threshold to be suitable
for each cache block.



Kaxiras et al. introduced a time-based dead block predictor
called Cache Decay [32], which considers a cache block as
dead if it has not been accessed within a certain time period
since its last access. Cache Decay uses a clock counter as
a timer for each cache block. When the counter reaches
its maximum value, the associated block is treated as dead
and deactivated via gate-Vdd [52]. A key challenge here
is implementing the clock counter efficiently to avoid high
energy consumption that could offset the savings from reduced
cache leakage. To this end, the authors utilize a global counter
in combination with a 2-bit counter for each cache block. The
global counter increments with every clock cycle and signals
all 2-bit counters to increment when they reach their maxi-
mum. If a 2-bit counter reaches its maximum, the correspond-
ing block is marked as dead. However, if the block is accessed
before this, its 2-bit counter is reset. Like the counting-based
predictor, Cache Decay also faces the challenge of determining
an appropriate time threshold. A straightforward approach is
to select a fixed threshold empirically and apply it throughout
execution, but this may yield suboptimal energy savings. To
overcome this, the authors employ an adaptive technique for
dynamically adjusting the threshold for each block.

Adaptive Mode Control (AMC) [74] is a time-based dead
block predictor similar to Cache Decay, with dynamically
adjustable time intervals for each cache block. To achieve
this, AMC monitors extra cache misses that occur due to
block deactivation and uses it to guide the time interval
adjustment. If the extra cache miss rate is too high, i.e., AMC
is too aggressive in deactivating cache blocks, the system must
enlarge the time interval allowing more time to check whether
a block is a true dead block. On the contrary, if the miss rate
is low, AMC will shrink the time interval. For this purpose,
AMC keeps the tag array active to track these misses.

Although the aforementioned previous works achieve effec-
tive dead block prediction, none of them is directly applicable
to energy harvesting systems due to the lack of considera-
tion on the frequent power failure and the resulting zombie
blocks—that can easily fool the existing dead block predictors.
The beauty of EDBP is that it can serve as a complementary
solution to help them take care of zombie blocks with no
hassle, thereby improving the performance.

X. CONCLUSION

This paper found out that existing dead block predictors do
not effectively work for energy harvesting systems. That is
because their frequent power failure turns many cache blocks
into zombie blocks that have no reuse before the failure and
thus waste hard-won energy in vain. With that in mind, we
proposed EDBP that can detect and deactivate the zombie
blocks in a precise and lightweight manner. EDBP works
well in combination with the existing dead block predictors,
creating a synergistic effect on the reduction of cache leakage
energy consumption that accounts for a considerable portion
of harvested energy. Consequently, EDBP can significantly
improve the energy efficiency and the performance of energy
harvesting systems.
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